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Abstract

First physics results of the BM@N experiment at the Nuclotron/NICA com-
plex are presented on π+ and K+ meson production in interactions of an
argon beam with fixed targets of C, Al, Cu, Sn and Pb at 3.2 AGeV. Trans-
verse momentum distributions, rapidity spectra and multiplicities of π+ and
K+ mesons are measured. The results are compared with predictions of
theoretical models and with other measurements at lower energies.
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1 Introduction
BM@N (Baryonic Matter at Nuclotron) is the first operational experiment at the
Nuclotron/NICA accelerator complex. The Nuclotron will provide beams of a
variety of particles, from protons up to gold ions, with kinetic energy in the
range from 1 to 6 GeV/nucleon for light ions with Z/A ratio of ∼ 0.5 and up
to 4.5 GeV/nucleon for heavy ions with Z/A ratio of ∼ 0.4. At these energies,
the nucleon density in the fireball created in the collisions of a heavy-ion beam
with fixed targets is 3-4 times higher than the nuclear saturation density [1], thus
allowing studying heavy-ion interactions in the regime of high-density baryonic
matter [2].

The primary goal of the experiment, complemented by the MPD experiment
that will use the Nuclotron beam in a collider mode, is to constrain the parameters
of the equation of state (EoS) of high-density nuclear matter and to search for the
conjectured critical end point, the onset of the deconfinement phase transition and
the onset of the chiral symmetry restoration.

In addition, the Nuclotron energies are high enough to study strange mesons
and (multi)-strange hyperons produced in nucleus-nucleus collisions close to the
kinematic threshold [3, 4]. Studies of the excitation function of strange particle
production below and near the kinematic threshold make it possible to distinguish
between hard and soft behavior of the EoS [5].

In the commissioning phase, in a configuration with limited phase-space cov-
erage, BM@N collected first experimental data with beams of carbon, argon, and
krypton ions [6,7]. This paper presents first results on π+ and K+ meson produc-
tion in 3.2 AGeV argon-nucleus interactions.

The paper is organized as follows. Section 2 describes the experimental set-up
and Section 3 is devoted to details of the event reconstruction. Section 4 describes
the evaluation of the π+, K+ reconstruction efficiency. Section 5 addresses the
evaluation of the cross sections, multiplicities and systematic uncertainties. Ex-
perimental results on transverse momentum distributions, rapidity spectra, and
multiplicities of π+ and K+ mesons are given in Section 6. The BM@N results
are compared with predictions of theoretical models and with experimental data
on medium-sized nucleus-nucleus interactions measured at lower energies. Fi-
nally, the results are summarized in Section 7.
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2 Experimental set-up
The BM@N detector is a forward spectrometer covering the pseudorapidity range
1.6 ≤ η ≤ 4.4. A schematic view of the BM@N setup in the argon-beam run
is shown in Fig. 1. More details of all components of the set-up can be found in
[8]. The spectrometer includes a central tracking system consisting of 3 planes of
forward silicon-strip detectors (ST) and 6 planes of detectors based on gas electron
multipliers (GEM) [9]. The central tracking system is located downstream of the
target region inside of a dipole magnet with a bending power of about ≊ 2.1Tm
and with a gap of 1.05 m between the poles . In the measurements reported here,
the central tracker covered only the upper half of the magnet acceptance.

Figure 1: Schematic view of the BM@N setup in the argon beam run.

Two sets of drift chambers (DCH), a cathode strip chamber (CSC), two sets
of time-of-flight detectors (ToF), and a zero-degree calorimeter (ZDC) are located
downstream of the dipole magnet. The tracking system measures the momentum p
of charged particles with a relative uncertainty that varies from 2.5% at a momen-
tum of 0.5 GeV/c to 4.5% at 3.5 GeV/c as shown in Fig. 2. The time resolutions
of the ToF-400 and ToF-700 systems are 84 ps and 115 ps, respectively [10].

Two beam counters (BC1, BC2), a veto counter (VC), a barrel detector (BD),
and a silicon multiplicity detector (SiMD) were used for event triggering and for
measurement of the incoming beam ions. The BC2 counter provided also the
start time T0 for the time of flight measurement. The BD detector consists of 40
azimuthal scintillating strips arranged around the target, and the SiMD detector
consists of 60 azimuthal silicon segments situated behind the target.
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Figure 2: Relative momentum resolution as a function of the momentum.

To count the number of beam ions that passed through the target, a logical
beam trigger BT = BC1∧VC∧BC2 was used. The following logic conditions were
applied to generate the trigger signal: 1) BT∧(BD≥ 3, 4); 2) BT∧(SiMD≥ 3, 4);
3) BT∧(BD≥ 2)∧(SiMD≥ 3). The trigger conditions were varied to find the
optimal ratio between the event rate and the trigger efficiency for each target.
Trigger condition 1 was applied for 60% of the data collected with the carbon
target. This trigger fraction was continuously reduced with the atomic weight
of the target down to 26% for the Pb target. The fraction of data collected with
trigger condition 2 was increased from 6% for the carbon target up to 34% for the
Pb target. The rest of the data were collected with trigger condition 3. The analysis
presented here used the data from the forward silicon detectors, GEM detectors,
outer drift chambers, cathode strip chamber, and the two sets of the time-of-flight
detectors ToF-400 [11] and ToF-700 [12]. Data were collected with an argon beam
intensity of a few 105 ions per spill and a spill duration of 2-2.5 sec. The kinetic
energy of the beam was 3.2 AGeV with the spread of about 1%. A set of solid
targets of various materials (C, Al, Cu, Sn, Pb) with a relative interaction length of
3% was used. The experimental data correspond to an integrated luminosity of 7.8
µb−1 collected with the different targets: 2.1 µb−1 (C), 2.3 µb−1 (Al), 1.8 µb−1

(Cu), 1.1 µb−1 (Sn), 0.5 µb−1 (Pb). A total of 16.3M argon-nucleus collisions at
3.2 AGeV were reconstructed.

3 Event reconstruction
Track reconstruction in the central tracker is based on a “cellular automaton” ap-
proach [13] implementing a constrained combinatorial search of track candidates
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with their subsequent fitting by a Kalman filter to determine the track parameters.
These tracks are used to reconstruct primary and secondary vertices as well as
global tracks by extrapolation and matching to hits in the downstream detectors
(CSC, DCH and ToF).

The primary collision vertex position (PV) is measured with a resolution of 2.4
mm in the X-Y plane perpendicular to the beam direction and 3 mm in the beam
direction at the target position. The distribution of the primary vertices along the
beam direction (Zver) for experimental data and Monte Carlo events is shown in
Fig. 3.

Figure 3: Distribution of the primary vertices along the Z axis for data (red
crosses) and simulated events (blue histogram). The vertical lines limit the Z
region accepted for the data analysis.

Charged mesons (π+ and K+) are identified using the time of flight ∆t mea-
sured between T0 and the ToF detectors, the length of the trajectory ∆l and the
momentum p reconstructed in the central tracker. Then the squared mass M2 of
a particle is calculated by the formula: M2 = p2((∆tc/∆l)2 − 1), where c is the
speed of light.

Candidates of π+ and K+ must originate from the primary vertex and match
hits in the CSC and ToF-400 or in the DCH and ToF-700 detectors. The following
criteria are required for selecting π+ and K+ meson candidates:

• Each track has at least 4 hits in the GEM detectors (6 detectors in total) [9].
Hits in the forward silicon detectors are used to reconstruct the track, but no
requirements are applied to the number of hits;

• Tracks originate from the primary vertex. The deviation of the reconstructed
vertex from the target position along the beam direction is limited to -3.4

4



cm < Zver − Z0 < 1.7 cm, where Z0 is the target position. The upper limit
corresponds to ∼ 5.7σ of the Zver spread and cuts off interactions with the
trigger detector located 3 cm behind the target (see Fig. 3). The two vertical
lines in the figure limit the region of the Z coordinates accepted for the
data analysis for all the targets. The beam interaction rate with the trigger
detector is well below 1% and was not simulated since it does not affect the
precision in Monte Carlo simulation.

• Distance from a track to the primary vertex in the X-Y plane at Zver(DCA)
is required to be less than 1 cm, which corresponds to 4σ of the vertex
resolution in the X-Y plane;

• Momentum range of positively charged particles p > 0.5 GeV/c and p > 0.7
GeV/c is limited by the acceptance of the ToF-400 and ToF-700 detectors,
respectively;

• Distance of extrapolated tracks to the CSC (DCH) hits as well as to the ToF-
400 (ToF-700) hits should be within ±2.5σ of the momentum dependent
hit-track residual distributions as shown in Fig. 4 for the ToF-400 system.

(a) (b)

Figure 4: σx (a) and σy (b) of the Gaussian fit of the ToF-400 hit residuals with
respect to positively charged pions depending on the particle momentum.

The spectra of the mass squared (M2) of positively charged particles pro-
duced in interactions of the 3.2 AGeV argon beam with various targets are shown
in Figs. 5a and 5b for ToF-400 and ToF-700 data, respectively. The π+ and
K+ signals are extracted in the M2 windows from -0.09 to 0.13 (GeV/c2)2 and
from 0.18 to 0.32 (GeV/c2)2, respectively. The signals of π+ and K+ and their
statistical errors are calculated according to the formulae: sig = hist − bg,
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errstat =
√
hist+ bg, assuming the background uncertainty is

√
bg. Here hist

and bg denote the histogram and background integral yields within the selected
M2 windows.

(a) (b)

Figure 5: M2 spectra of positively charged particles produced in argon-nucleus
interactions and measured in the ToF-400 (a) and ToF-700 (b) detectors. The
vertical lines show the ranges of selected π+ and K+ mesons. The red points
show the background estimated from “mixed events”.

The shape of the background under the π+ and K+ signals in the M2 spectra
is estimated using the “mixed event” method. For that, tracks reconstructed in
the central tracker are matched to hits in the ToF detectors taken from different
events. The “mixed event” background is normalized to the integral of the signal
histogram outside the M2 windows of π+ and K+ mesons, i.e in the M2 ranges
0.13-0.18 (GeV/c2)2 and 0.32-0.4 (GeV/c2)2. It was found that the background
level differs for light and heavy targets and for different intervals of rapidity and
transverse momentum.

(a) (b)

Figure 6: Distribution of the π+ signals measured in ToF-400 (a) and ToF-700 (b)
in the rapidity and transverse momentum bins in Ar+Sn interactions.

The ToF-400 and ToF-700 detectors cover different ranges of rapidity and
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transverse momentum of detected particles. Fig. 6 shows the signals of π+ mesons
measured in ToF-400 and ToF-700 in the rapidity vs transverse momentum plane
in Ar+Sn interactions before making corrections for the efficiency.

4 Reconstruction efficiency and trigger performance
To evaluate the π+ and K+ reconstruction efficiency, Monte Carlo data samples of
argon-nucleus collisions were produced with the DCM-SMM event generator [14,
15]. Propagation of particles through the entire detector volume and responses of
the detectors were simulated using the GEANT3 program [16] integrated into
the BmnRoot software framework [17]. To properly describe the GEM detector
response in the magnetic field, the Garfield++ toolkit [18] for simulation of the
micropattern gaseous detectors was used.

(a) (b)

Figure 7: Residual distributions of hits in the X projection (magnet deflection
plane) with respect to reconstructed tracks: (a) - in the first forward silicon plane,
(b) - in the first GEM plane. The experimental data are shown as red crosses, and
the simulated data are shown as blue histograms.

The efficiencies of the forward silicon, GEM, CSC, DCH and ToF detectors
were adjusted during simulation in accordance with the measured detector effi-
ciencies. The Monte Carlo events went through the same chain of reconstruction
and identification as the experimental events.

The level of agreement between the Monte Carlo and experimental distribu-
tions is demonstrated on a set of observables: primary vertices distribution along
the Z-axis (Fig. 3), residuals in the central tracker detectors (Fig. 7), closest dis-
tance from a track to the primary vertex in the X-Y plane (DCA), χ2/NDF, num-
ber of reconstructed tracks at the primary vertex and number of hits per track
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(Figs. 8a–d).

(a) (b)

(c) (d)

Figure 8: Comparison of experimental distributions (red crosses) and GEANT
distributions of events generated with the DCM-SMM model (blue lines), in Ar+A
collisions at 3.2 AGeV: (a) DCA, distance of closest approach to the primary
vertex; (b) χ2/NDF of reconstructed tracks; (c) number of reconstructed tracks in
the primary vertex in Ar+Cu interactions; (d) Hits per track in the 3 forward Si
and 6 GEM detectors.

The π+ and K+ reconstruction efficiencies are calculated in intervals of ra-
pidity y and transverse momentum pT . The reconstruction efficiency includes the
geometrical acceptance, the detector efficiency, the kinematic and spatial cuts, the
loss of π+ and K+ due to in-flight decays and the meson reconstruction. The
reconstruction efficiencies of π+ detected in ToF-400 and ToF-700 are shown in
Fig. 9 as function of y (left panel) and pT (right panel) for Ar+Sn interactions.

The trigger efficiency ϵtrig depends on the number of fired channels in the
BD (SiMD) detectors. It was calculated for events with reconstructed π+ and
K+ mesons using event samples recorded with an independent trigger based on
the SiMD (BD) detectors. The BD and SiMD detectors cover different and non-
overlapping regions of the BM@N acceptance, that is, they detect different col-
lision products. For the BD trigger efficiency estimation, the following relation
is used: ϵtrig (BD ≥ m) = N(BD ≥ m ∧ SiMD ≥ n)/N(SiMD ≥ n), where m
and n are the minimum number of fired channels in BD (m = 3, 4) and SiMD (n
= 3, 4) (see Section 2). A similar relation is used to evaluate the SiMD trigger
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(a) (b)

Figure 9: Reconstruction efficiency of π+ produced in Ar+Sn collisions, detected
in ToF-400 (open red circles) and ToF-700 (full blue circles) as function of rapid-
ity y (a) and pT (b). The efficiency includes both acceptance and reconstruction.

efficiency. The BD (SiMD) trigger efficiency is averaged over all data with the
different values of the minimum number of fired channels in SiMD (BD).

Figure 10: Trigger efficiency for interactions of the argon beam with various tar-
gets (C, Al, Cu, Sn, Pb) with a reconstructed π+ as a function of the event central-
ity estimated from the simulation.

The efficiency of the combined BD and SiMD triggers was calculated as the
product of the efficiencies of the BD and SiMD triggers. The trigger efficiency, for
events with a reconstructed π+, averaged over all data collected with the trigger
conditions 1) BT∧(BD ≥ 3, 4); 2) BT∧(SiMD ≥ 3, 4); 3) BT∧(BD ≥ 2)∧(SiMD
≥ 3) (see Section 2) is shown in Fig. 10 as a function of the event centrality
estimated from simulation. The event centrality is determined as the fraction of
the interaction cross section in the interval [0, b] of the impact parameter b of the
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nucleus-nucleus collision to the total interaction cross section. It is clearly seen
that the trigger efficiency decreases with a decrease in the mass of the target and
an increase in the centrality of the collision. The trigger efficiency for events
with a reconstructed K+ was found to be slightly higher, 6% higher in Ar+C
collisions and 11% higher for Ar+Pb collisions for the combined trigger BT∧(BD
≥ 2)∧(SiMD ≥ 3).

5 Cross sections, multiplicities, and systematic un-
certainties

The π+ (K+) mesons in Ar+C, Al, Cu, Sn, Pb interactions are measured in the
following kinematic range: transverse momentum 0.1 < pT < 0.6 GeV/c (0.1 <
pT < 0.5 GeV/c) and rapidity in the laboratory frame 1.5 < y < 3.2 (1.0 <
y < 2.0). The analysis takes into account the track dependence of the trigger
efficiency. No significant variation in the reconstruction efficiency with the track
multiplicity was found. The differential cross sections d2σπ,K(y, pT )/dydpT and
multiplicities d2Nπ,K(y, pT )/dydpT of π+ and K+ meson production in Ar+C, Al,
Cu, Sn, Pb interactions are calculated using the relations:

d2σπ,K(y, pT )/dydpT = Σ[d2nπ,K(y, pT , Ntr)/(ϵtrig(Ntr)dydpT )]×1/(Lϵrec(y, pT ))

d2Nπ,K(y, pT )/dydpT = d2σπ,K(y, pT )/(σineldydpT ) (1)
where the sum is performed over bins of the number of tracks in the primary ver-
tex, Ntr, nπ,K(y, pT , Ntr) is the number of reconstructed π+ or K+ mesons in the
intervals dy and dpT , ϵtrig(Ntr) is the track-dependent trigger efficiency, ϵrec is
the reconstruction efficiency of π+ or K+, L is the luminosity, and σinel is the
inelastic cross section for argon-nucleus interactions.

Table 1 summarizes the mean values, averaged over pT , y, and Ntr, of the
systematic uncertainties of the various factors of Eq. (1), nπ,K , ϵrec, and ϵtrig.
Details are given below, including the uncertainty of the luminosity measurement.
The model uncertainty of σinel is given in Table 3.

Several sources are considered for the evaluation of the systematic uncertainty
of the π+ and K+ yield, nπ,K , and the reconstruction efficiency ϵrec. The most
significant ones are discussed below. Some of them affect both the yield nπ,K and
the reconstruction efficiency, ϵrec. For these cases the correlated effect is taken
into account by the variations on the nπ,K/ϵrec ratio:

• Systematic uncertainty of the central tracking detector efficiency: it is es-
timated from the remaining difference in the number of track hits in the
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central detectors in the simulation relative to the data (see Fig. 8d) and
found to be within 3%.

• Systematic uncertainty of the matching of central tracks to the CSC (DCH)
hits and ToF-400 (ToF-700) hits: it is estimated from the remaining differ-
ence in the matching efficiency in the simulation relative to the data and
found to be within 5%.

• Systematic uncertainty of the reconstruction efficiency due to the remain-
ing difference in the X/Y distribution of primary vertices in the simulation
relative to the data.

• Systematic uncertainty of the background subtraction in the mass-squared
M2 spectra of identified particles: it is estimated as the difference be-
tween the background integral under the meson windows taken from “mixed
events” (as described in Section 3) and from the fitting of the M2 spectra by
a linear function. The latter is done in the M2 range -0.14-0.4 (GeV/c2)2,
excluding the π+ and K+ windows.

The total systematic uncertainty of the yield and reconstruction efficiency for the
various targets, calculated as the quadratic sum of these uncertainties, is listed in
Table 1.

The luminosity is calculated from the beam flux Φ as given by the beam trigger
(see Section 2) and the target thickness l using the relation: L = Φρl where ρ
is the target density expressed in atoms/cm3. The systematic uncertainty of the
luminosity is estimated from the fraction of the beam which can miss the target,
determined from the vertex positions, and found to be within 2%.

Table 1: Mean systematic uncertainties in y, pT bins of the π+ and K+ mesons
measured in argon-nucleus interactions (see text for details).

Ar+C Ar+Al Ar+Cu Ar+Sn Ar+Pb
% % % % %

π+

nπ , ϵrec 14 12 12 10 10
ϵtrig 9 7 7 7 7
Total 17 14 14 13 13

K+

nK , ϵrec 25 23 14 13 15
ϵtrig 31 14 9 8 8
Total 40 27 17 16 17
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For the evaluation of the systematic uncertainty of the trigger efficiency ϵtrig,
the following sources are considered:

• The systematic uncertainty associated with the factorization assumption of
the two trigger factors, BD and SiMD, was estimated from the difference of
ϵtrig evaluated as described in Section 4, with the result evaluated using the
limited amount of events registered with the beam trigger BT.

• To estimate a possible distortion of ϵtrig (BD ≥ m) due to the selection of
events with the hardware-set condition N(SiMD ≥ n), ϵtrig was also eval-
uated using the events recorded with the beam trigger BT. The difference
between the results is treated as another source of systematic uncertainty of
the trigger efficiency.

• Variations of the trigger efficiency on the track multiplicity in the primary
vertex and on the X/Y vertex position.

The total systematic uncertainty of the trigger efficiency for the various targets,
calculated as the quadratic sum of these uncertainties, is listed in Table 1.

The inelastic cross sections of Ar+C, Al, Cu, Sn, Pb interactions are taken
from the predictions of the DCM-SMM model which are consistent with the re-
sults calculated by the formula: σinel = πR2

0(A
1/3
P + A

1/3
T )2, where R0 = 1.2 fm

is the effective nucleon radius, AP and AT are the atomic numbers of the pro-
jectile and target nucleus [19]. The systematic uncertainties for the Ar+C, Al,
Cu, Sn, Pb inelastic cross sections are estimated from an alternative formula
[20] which approximates the measured nucleus-nucleus cross sections: σinel =

πR2
0(A

1/3
P + A

1/3
T − b)2 with R0 = 1.46 fm and b = 1.21 The values and uncer-

tainties of σinel for Ar+C, Al, Cu, Sn, Pb interactions are given in Table 3.

6 Results and discussion
The rapidity spectra of π+ and K+ mesons are shown in Figs. 11 and 12, re-
spectively, for different pT bins for various targets. At a kinetic energy of 3.2
GeV/nucleon, the rapidity of the nucleon-nucleon center-of-mass (CM) system
is yCM = 1.08. The rapidity intervals covered in the present measurements,
y = 1.5 − 3.2 and y = 1.0 − 2.0 for π+ and K+, respectively, correspond there-
fore to the forward and central rapidity regions in the nucleon-nucleon CM sys-
tem. Figs. 11 and 12 show also a comparison of the experimental results with the
predictions of the DCM-SMM [14,15], UrQMD [21] and PHSD [22] models. For
π+, the three models have quite similar predictions, in particular at medium and
high pT bins for all targets, except for the C target (and to a lesser extent also the
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Al target) where the PHSD model is markedly different from the DCM-SMM and
UrQMD models at mid-rapidity. The three models are in reasonable agreement
with the experimental results at forward rapidity and high pT for all targets. In
general, for the heavier targets, the models overshoot the data at mid-rapidity and
high-pT , the UrQMD predictions being closer to the data. All three models fail to
reproduce the shape and magnitude of the C data at mid-rapidity. For K+, there
are large differences, up to a factor of ∼2, between the three models. In general,
the PHSD and DCM-SMM models over-predict the data for all pT bins, whereas
the UrQMD is closer to the data.

The pT spectra of π+ and K+ mesons are shown in Figs. 13 and 14, respec-
tively, for different rapidity y bins and for all targets. Due to the low statistics
of the K+ yield in Ar+C interactions, the results are shown only for the entire
measured ranges of y and pT .

The pT spectra of K+ mesons integrated over the entire measured rapidity
range are shown in Fig. 15. In Figs. 13 − 15, the pT spectra are parameterised by
an exponential function as:

1/pT · d2N/dydpT ∝ exp(−(mT −mπ,K)/T0),

where mT =
√
m2

π,K + p2T is the transverse mass, and the inverse slope, T0, is a

fitting parameter. The T0 values obtained from the fits of the π+ spectra are shown
in Fig. 16. The T0 values are about 40 MeV at the most forward rapidity y ≈ 3,
rising to 90 MeV toward more central rapidities at y ≈ 1.6. In general, the y de-
pendence of the fitting results for π+ mesons is consistent with the predictions of
the DCM-SMM, UrQMD and PHSD models, but the experimental results exhibit
a flatter dependence of the T0 values in the central rapidity range as opposed to
the rising dependence of the inverse slopes predicted by the models.

The T0 values for K+ mesons obtained in 3 y bins are shown in Fig. 17.
In spite of the large statistical and systematic errors, T0 exhibits a rather weak
dependence on y. The T0 values for the entire measured range of 1.0 < y < 2.0
are consistent, within the experimental uncertainties, with 80 MeV for all the
targets (see Table 2). The weak dependence of T0 on y is reproduced by the
PHSD and DCM-SMM models, the latter being in general closer to the data. The
UrQMD predicts a strong dependence on y, with T0 values much larger than the
measured ones.

The measured π+ and K+ meson multiplicities are extrapolated to the entire
kinematic range using the averaged extrapolation factors obtained from the pre-
dictions of the DCM-SMM, UrQMD and PHSD models shown in Table 3. The
largest difference of the extrapolation factors from their average value is taken as
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Table 2: π+ and K+ meson multiplicities measured in Ar+C, Al, Cu, Sn, Pb in-
teractions at the argon beam energy of 3.2 AGeV. The first error is statistical, the
second one is systematic. The third error, given for the full π+ and K+ multiplic-
ities, is the model uncertainty in the extrapolation factor to the full phase space
(see text and Table 3).

3.2 AGeV argon Ar+C Ar+Al Ar+Cu Ar+Sn Ar+Pb
beam

Measured π+ 0.42± 0.008± 1.00± 0.01± 1.14± 0.01± 1.28± 0.01± 1.25± 0.01±
mult. Nπ+ 0.045 0.07 0.08 0.09 0.08

Measured K+ 1.59± 0.29± 3.90± 0.28± 4.17± 0.21± 5.60± 0.22± 5.10± 0.22±
mult. NK+/10

−2 0.65 0.61 0.66 0.75 0.92

Full π+ mult. 1.365± 0.026± 3.73± 0.04± 5.07± 0.04± 6.55± 0.05± 7.39± 0.06±
N tot

π+ 0.146± 0.08 0.26± 0.13 0.36± 0.08 0.46± 0.33 0.47± 0.69

Full K+ mult. 4.47± 0.81± 11.8± 0.9± 13.9± 0.7± 20.7± 0.8± 20.9± 0.9±
N tot

K+/10
−2 1.83± 1.05 1.8± 2.6 2.2± 2.7 2.8± 3.3 3.8± 2.2

NK+/Nπ+/10
−2 3.79± 0.69± 3.90± 0.28± 3.66± 0.19± 4.39± 0.18± 4.11± 0.18±

Measured range 1.52 0.55 0.53 0.51 0.68

N tot
K+/N

tot
π+ 3.27± 0.6± 3.16± 0.23± 2.75± 0.14± 3.16± 0.13± 2.83± 0.12±

/10−2, Full kin. 1.38± 0.79 0.54± 0.71 0.48± 0.54 0.48± 0.52 0.54± 0.39
range

K+ inv. slope T0, 67± 12± 12 80± 7± 5 81± 5± 5 81± 5± 4 78± 5± 4
MeV, Meas. range
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systematic uncertainty of the extrapolation factor.

Table 3: Extrapolation factors for π+ and K+ multiplicities, from the measured
range to the entire kinematical range, obtained as an average of the extrapolation
factors derived from the DCM-SMM, PHSD, and UrQMD models. The maxi-
mum difference between the model factors from their averaged value is taken as
the uncertainty of the extrapolation factors. Apart is the number of participant nu-
cleons obtained from the DCM-SMM model. σinel is the inclusive cross section
for inelastic Ar+A interactions.

Ar+C Ar+Al Ar+Cu Ar+Sn Ar+Pb

π+ Extrap. factor 3.25± 0.18 3.73± 0.13 4.45± 0.07 5.12± 0.26 5.91± 0.55

K+ Extrap. factor 2.81± 0.66 3.02± 0.67 3.34± 0.65 3.7± 0.58 4.1± 0.43

Apart, DCM-SMM 14.8 23.0 33.6 48.3 63.6

σinel, mb [19] 1470± 50 1860± 50 2480± 50 3140± 50 3940± 50

The multiplicities of K+ and π+ mesons and their ratios are summarized in
Table 2. The K+ to π+ ratios do not show a significant dependence on the mean
number of participant nucleons Apart, determined as the mean number of nucleons
that underwent at least one inelastic collision. The values of Apart, based on the
DCM-SMM model, are listed in Table 3.

The π+ and K+ multiplicities per participant nucleon, Apart, are plotted and
compared to predictions of the DCM-SMM, UrQMD and PHSD models in Figs. 18.
For π+, the three models predict a steady decrease of this ratio with increasing
atomic weight of the target, from C to Pb. This behavior is observed in the data
with all targets with the exception of the C target. A similar trend is also observed
in the data for ratios of the K+ multiplicities to Apart. The K+ to π+ multiplicity
ratios are shown in Fig. 18c. They show no dependence on the number of partici-
pant nucleons contrary to the three models that show a small increase. The PHSD
model exhibits a rather small increase and, within the experimental uncertainties,
is compatible with the measured K+ to π+ multiplicity ratios.

The π+ and K+ meson multiplicities in argon-nucleus interactions can be
compared with previously published results. The HADES experiment measured
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Ar+KCl interactions at the lower beam kinetic energy of 1.76 AGeV [23–25].
The total π− and K+ multiplicities in semi-central events (with an average num-
ber of participant nucleons Apart of 38.5) was reported to be 3.9 and 2.8 · 10−2,
respectively. The results presented here for Ar+Cu interactions at the beam ki-
netic energy of 3.2 AGeV (Apart of 33.6, see Table 3) are higher by factors of
1.3 and 5 relative to the HADES results. The difference in the K+ multiplicities
could be explained by the energy dependence of the K+ cross section near the
kinematic threshold for K+ production (Ethr(NN) ∼ 1.58 GeV). The effective
inverse slope parameters obtained by HADES from the mT spectra of π− and K+

extrapolated to y∗ = 0 are 82.4 MeV and 89 MeV, respectively, comparable to
those reported here (see Figs. 16 and 17).

The FOPI experiment measured Ni+Ni interactions at the beam kinetic en-
ergy of 1.93 AGeV [26–28]. Consistent results were also reported by the KaoS
experiment that measured the K+ multiplicities in Ni+Ni interactions at kinetic
energies of 1.5 and 1.93 AGeV [29,30]. The total K+ multiplicity in semi-central
and central Ni+Ni interactions, with Apart of 46.5 and 75, were reported to be
3.6 · 10−2 and 8.25 · 10−2, respectively. These values can be compared with the
results reported here in Table 2 for the various targets. The K+/π+ multiplicity
ratio measured by FOPI in triggered semi-central events is 7.6 · 10−3, which is by
a factor ∼ 4 smaller than the K+/π+ multiplicity ratio obtained here in Ar + Sn
interactions for the entire kinematical range (Apart of 48.3, see Table 3). It should
be taken into account that the beam kinetic energy of the FOPI experiment (1.93
AGeV) is lower than that of the BM@N experiment. The effective inverse slope of
110.9 MeV, estimated by FOPI at y∗ = 0 from the K+ transverse mass spectrum is
consistent within uncertainties with the inverse slope parameter T0, reported here
for K+ in the range y∗ ≳ 0 (see Fig. 17). The consistency of the inverse slope
parameters reported here with the results of the HADES and FOPI experiments
indicates the absence of a strong dependence of T0 on the beam energy and atomic
weight of the colliding nuclei.

The total pion multiplicity N tot
π , where N tot

π = N tot
π+ + N tot

π− + N tot
π0 , normal-

ized to the average number of participant nucleons Apart are compiled in Fig. 19
for different collision systems and beam energies. References [31] and [32] con-
tain a compilation of pion data for interactions of nucleon-nucleon (N+N) [33],
Mg+Mg [34], La+La [35], Au+Au [36–38], Ar+KCl [39], Si+Al, S+S [40, 41],
Pb+Pb [42, 43], Au+Au [44–47]. To estimate N tot

π from the π+ multiplicities
reported here, the predictions of the DCM-SMM model are used. The total K+

multiplicity in the entire kinematic range normalized to the average number of
participant nucleons Apart are compiled in Fig. 20. The figure includes the world
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data taken from [26,43,48–50] together with the results reported here. Figures 19
and 20 demonstrate that the BM@N results reported here are consistent with the
world data on the production of π and K+ mesons.

7 Summary
First physics results of the BM@N experiment are presented on the π+ and K+

meson yields and their ratios in argon-nucleus interactions at the beam kinetic
energy of 3.2 AGeV. The results are compared with the DCM-SMM, UrQMD and
PHSD models and with the previously published results of other experiments.

The inverse slope parameter T0 of the π+ transverse momentum spectrum is
about 40 MeV in the forward rapidity range, rising to 90 MeV in the central ra-
pidity range. In general, the y-dependence of T0 is consistent with the predictions
of the models, but there is a tendency for the experimental results to show a flatter
dependence of the slope values in the central rapidity range compared to a rising
dependence predicted by the models.

The T0 value for K+ exhibits a weak dependence on the rapidity. The PHSD
and DCM-SMM models reproduce the weak dependence of T0, whereas UrQMD
predicts much larger T0 values.

The ratios of the K+ to π+ multiplicities show no significant dependence
on the mean number of participant nucleons Apart in argon-nucleus collisions.
The PHSD prediction is compatible with this result, whereas the DCM-SMM and
UrQMD models predict a smooth rising of the K+ to π+ ratio with Apart.

The π and K+ multiplicities normalized to Apart are found to be consistent
with the rising energy dependence of the world data on the production of π and
K+ mesons measured for various colliding nuclei and beam energies.
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Figure 11: Rapidity spectra (y) of π+ mesons produced in Ar+C, Al, Cu, Sn, Pb
interactions at a kinetic energy of 3.2 AGeV. The results are presented for different
pT bins. The vertical bars and boxes represent the statistical and systematic un-
certainties, respectively. The predictions of the DCM-SMM, UrQMD and PHSD
models are shown as rose, green and magenta lines.
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Figure 12: Rapidity spectra (y) of K+ mesons produced in Ar+Al, Cu, Sn, Pb in-
teractions at a kinetic energy of 3.2 AGeV. The results are presented for different
pT bins. The vertical bars and boxes represent the statistical and systematic un-
certainties, respectively. The predictions of the DCM-SMM, UrQMD and PHSD
models are shown as rose, green and magenta lines.
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Figure 13: Transverse momentum (pT ) spectra of π+ mesons produced in Ar+C,
Al, Cu, Sn, Pb interactions at 3.2 AGeV. The results are given for bins of the π+

rapidity. The lines represent the results of the parametrization described in the
text.
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Figure 14: Transverse momentum (pT ) spectra of K+ mesons produced in Ar+Al,
Cu, Sn, Pb interactions at 3.2 AGeV. The results are given for three bins of the
K+ rapidity. The vertical bars and boxes represent the statistical and systematic
uncertainties, respectively. The lines represent the results of the parametrization
described in the text.
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Figure 15: Transverse momentum (pT ) spectra of K+ mesons produced in Ar+C,
Al, Cu, Sn, Pb interactions at 3.2 AGeV for the entire measured K+ rapidity
range. The vertical bars and boxes represent the statistical and systematic un-
certainties, respectively. The lines represent the results of the parametrization
described in the text.
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Figure 16: Rapidity y dependence of the inverse slope parameter T0 determined
from the fits of the π+ pT spectra in Ar+C, Al, Cu, Sn, Pb interactions. The vertical
bars and boxes represent the statistical and systematic uncertainties, respectively.
The predictions of the DCM-SMM, UrQMD and PHSD models are shown as rose,
green and magenta lines.
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Figure 17: Rapidity y dependence of the inverse slope parameter T0 extracted
from the fits of the K+ pT spectra in Ar+Al, Cu, Sn, Pb interactions. The vertical
bars and boxes represent the statistical and systematic uncertainties, respectively.
The predictions of the DCM-SMM, UrQMD and PHSD models are shown as rose,
green and magenta lines.
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Figure 18: Ratios of the π+ (a) and K+ (b) multiplicities to the number of par-
ticipant nucleons and ratios of the K+ to π+ multiplicities (c) in the measured
kinematic range in Ar+C, Al, Cu, Sn, Pb interactions. The vertical bars and boxes
represent the statistical and systematic uncertainties, respectively. The results are
compared with predictions of the DCM-QGSM, UrQMD and PHSD models for
argon-nucleus interactions shown as red, green, and magenta lines.

(a)

(b)

(c)
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Figure 19: Comparison of the BM@N results to the world measurements (refer-
ences in the text) of the total pion multiplicity N tot

π per participant nucleon Apart

as a function of the beam kinetic energy Ebeam.

Figure 20: Comparison of the BM@N results to the world measurements (refer-
ences in the text) of the K+ multiplicity per participant nucleon Apart as a function
of the beam kinetic energy Ebeam.
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